STA 6208 – Spring 2012 – Exam 1 – PRINT  Name __________________________
Note: Conduct all tests at  = 0.05 significance level and show all your work.
Q.1. A study was conducted to compare the effects of ad types (corporate social responsibility (CSR)  and sex appeal (SA)) on people’s attitude toward the firm. There were 4 conditions, with 100 people being assigned at random to each condition (there were a total of 400 people in the study). The 4 conditions were:
 1: CSR ad only              2: CSR ad + SA1 ad                 3:    CSR ad + SA2 ad           4:  CSR ad + SA3 ad


[image: image1.emf]Condition (i) Sample Size Mean SD

1 100 68 8

2 100 54 7

3 100 58 8

4 100 52 7


p.1.a. Complete the following ANOVA table (the overall mean is 58).

[image: image2.emf]Source df SS MS F F(0.05)

Treatments

Error

Total


p.1.b. Consider the following 3 contrasts, fill in the table of coefficients, and show they are pairwise orthogonal: 

    C1 = Condition 1 vs Conditions 2,3,4    C2 = Condition 2 vs Conditions 3,4  C3 = Condition 3 vs Condition 4


[image: image3.emf]Trt1 Trt2 Trt3 Trt4

C1

C2

C3


p.1.c. Compute the sum of squares for each contrast, and confirm they sum to SSTrts.

SSC1 = _____________     SSC2 = ______________  SSC3 = ____________   SSC1 + SSC2 + SSC3 = __________________

Q.2. Consider the Completely Randomized Design with t treatments and  r replicates/treatment and the identity:

[image: image4.wmf](

)

(

)

(

)

2

1111

111

         ~0,

rtrt

ijijijiijijijij

iiii

jiji

yyyyyyyeeNIDyyyyy

rtrt

ms

··········

====

-=-+-=+===

åååå


p.2.a. Show that 
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p.2.b. Derive 
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p.2.c. Derive 
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Q.3. A study is conducted to compare t = 4 treatments, based on r = 6 replicates per treatment.  

p.3.a. Complete the following ANOVA table.  Assume that the between treatments sum of squares accounts for 60% of the total variation in the sample data.

[image: image8.emf]Source df SS MS F F(0.05)

Treatments

Error

Total 10000


p.3.b. Obtain the minimum significant differences when comparing all pairs of treatment means, for experiment-wise error rates of E = 0.05 based on the following methods:
p.3.b.i. Bonferroni’s method:

p.3.b.ii. Scheffe’s method:

p.3.b.iii. Tukey’s method:

p.3.b.iv. Student-Newman-Keuls method (Note there will be multiple ranges):

Q.4. A researcher wishes to compare t = 5 treatments. She is interested in determining the power of her test when the treatment effects are  and r = 6 replicates per treatment.
p.4.a. Compute , her non-centrality parameter.

p.4.b. On the following plot (where the “central” F-distribution has the higher mode), 

p.4.b.i. identify her rejection region (be very specific on any numbers you are using).

p.4.b.ii. Shade in the area representing the power of her test.
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p.4.c. Another researcher is reporting that he will reject his null hypothesis of no treatment effects if his F-statistic exceeds  5.143.   How many treatments and how many replicates does he have in his study?

t = _____________                    r = ___________

Q.5.  Two statistical programs are fitting a 1-Way Analysis of Variance, based on the treatment effects model:
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The least squares estimates of the model parameters:  are given below:


[image: image11.emf]m

60 55

t1

-10 -5

t2

10 15

t3

20 -15


p.5.a. Compute the least squares estimates of the following estimable parameters, based on each program (Show all numbers used  in calculations):
p.5.a.i.:           Program A ___________________________       Program B _____________________________

p.5.a.ii.:           Program A ___________________________       Program B _____________________________
p.5.a.iii.:           Program A ___________________________       Program B _____________________________

p.5.a.iv.:           Program A ___________________________       Program B _____________________________
p.5.b. For this experiment, what is the largest the error sum of squares could be, for us to reject H0: , if r = 5?

C1 & C2:


C1 & C3:


C2 & C3: 
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