STA 6127 – Spring 2008 – Exam 1

PRINT Name ___________________________________

True or False:

· If we fit the regression model  E(Y) = 1X1 + X2 then if the least squares estimate b2 (of the parameter 2) is positive, then the partial correlation between Y and X2, controlling for X1 must be positive.
· In a multiple regression model with k=3 predictor variables, when we fit the full model, it is impossible to fail to reject both H0:2=0 and H0:3=0, but reject the test of H0:2=3=0.
· A researcher plans to select random samples of 10 students from academic departments in her field at each of 3 colleges (UCF, USF, FSU). Her goal is to compare the mean scores on a skills test among the populations of all students within these 3 departments. She will conclude that the population mean scores are not all equal (at the =0.05 significance level) if the F-statistic from her Analysis of Variance is at least 3.354  (2.960).
· All else being the same, as we increase the number of pairs of groups to compare in the 1-Way ANOVA, the larger the critical t-value will be for constructing simultaneous 95% Confidence Intervals for all pairs of means.
· In multiple comparisons following a 1-Way ANOVA, it is impossible to conclude that groups A and B are not significantly different, groups B and C are not significantly different, but yet conclude that groups A and C are significantly different.
Problems

A multiple regression model is fit, relating salary (Y) to the following predictor variables: experience (X1, in years), accounts in charge of (X2) and gender (X3=1 if female, 0 if male). The following ANOVA table and output gives the results for fitting the model. Conduct all tests at the 0.05 significance level:

Y = 0 + 1X1 + 2X2 + 3X3 + 
	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	P-value

	Regression
	3
	2470.4
	823.5
	76.9
	.0000

	Residual
	21
	224.7
	10.7
	
	

	Total
	24
	2695.1
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	39.58
	1.89
	21.00
	0.0000

	experience
	3.61
	0.36
	10.04
	0.0000

	accounts
	-0.28
	0.36
	-0.79
	0.4389

	gender
	-3.92
	1.48
	-2.65
	0.0149


Test whether salary is associated with any of the predictor variables:

H0: HA: Not all i = 0  (i=1,2,3)

Test Statistic _________________________

P-value _____________________________

Conclude (Circle One)        Salary is not associated with any of the predictors

                                             Salary is associated with at least one of the predictors 

 Test if salary is associated with accounts after controlling for experience and gender:

H0: HA: 2 ≠0
Test Statistic _________________________
P-value _____________________________

Conclude (Circle One)        Reject H0
                                             Fail to reject H0
   The following tables give the results for the full model, as well as a reduced model, containing only experience.

Test H0: 2 = 3 = 0 vs HA: 2 and/or 3 ≠ 0

Complete Model: Y = 0 + 1X1 + 2X2 + 3X3 + 
	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	P-value

	Regression
	3
	2470.4
	823.5
	76.9
	.0000

	Residual
	21
	224.7
	10.7
	
	

	Total
	24
	2695.1
	 
	 
	 


Reduced Model:  Y = 0 + 1X1 + 

	 
	df
	SS
	MS
	F
	P-value

	Regression
	1
	2394.9
	2394.9
	183.5
	0.0000

	Residual
	23
	300.2
	13.1
	
	

	Total
	24
	2695.1
	 
	 
	 


Test Statistic:

Rejection Region:

Conclude (Circle one):        Reject H0              Fail to Reject
An anthropologist studying heights among four groups of adult males finds the following partial ANOVA table in an aged academic journal where part of the page can no longer be read. Complete the table.
	Source
	df
	SS
	MS
	F
	F(.05,dfB,dfW)

	Between Groups
	 
	120
	 
	 
	 

	Within Groups
	20
	 
	 
	 
	 

	Total
	
	320
	
	
	


A researcher comparing 3 editorial writers selects random samples of 7 editorials written by each of the writers. She assigns the “fog index” score to each editorial (this is a function of sentence length and use of complex words). She obtains the following quantities from SPSS:
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Use Bonferroni’s method to obtain simultaneous 95% confidence intervals for the differences in true mean fog indices among all 3 pairs of writers. Which pairs of writers are significantly different (if any).
A regression model is fit relating Y to X1, and we obtain 
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. When we fit a model relating Y to X1 and X2, we get R2=0.60. Give 
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 (the squared partial correlation between Y and X2, controlling for X1).
A study is conducted to determine whether there is an association between crime rate (Y) and the following four independent variables: Drop-out rate (X1), college degree rate(X2), per capita income(X3), and poverty rate(X4), based on a random sample of 50 U.S. Counties in standard metropolitan statistical areas. The following tables give the results of the regression:
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& Dependent Variable: crimrate





Proportion of Variation in Crime Rate Explained by Model = _____________________

After controlling for all other factors is povrate related to crimrate (=0.05)? __________
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