STA 4210 – Homework #4 – Due 12/05/14
Part 1: Ballistic Tests on various layers of cloth panels

A study was conducted to measure the effect of the number of layers of panels in cloth fabric and the velocity 
needed for half of a ballistic discharge to penetrate the fabric, separately for 3 types of bullets (Rounded, sharp, fsp).

Dataset: ballistic1.dat

Source: R.A. Prosser, S.H. Cohen, and R.A. Segars (2000). "Heat as a Factor 

of Cloth Ballistic Panels by 0.22 Caliber Projectiles," Textile Research

Journal, Vol. 70: pp. 709-723.

Description: Experiments measuring V50 (velocity at which approximately

half the projectiles within a specified (narrow) striking velocity range

penetrate the panel, in meters/second).

Model fit:  V50^2 = a + b*panels, seperately by bullet type (round, sharp,

FSP). Note: appears to be a typo on the rounded regression of Table II, p. 717

and on last recorded observation in Table I.

Variables / Columns

Bullet Type   8 /* 1=Rounded, 2=Sharp, 3=FSP  */

Number of layers in panel  15-16

V50  (m/s)   20-24

sharp indicator   32

FSP indicator    40

The models fit are:
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a. Give the fitted equations, SSR,  SSE, and R2  for each model
b. Based on models 1 and 2, Test whether regressions differ among bullet types (H0:
c. Based on models 2 and 3, Test whether the layers effect is the same for each bullet type (H0: 
Part 2: Model-Building and Diagnostics
A study obtained mortgage yields in n=18 U.S. metropolitan areas in the 1960s.  The researcher obtained the following variables and fit a linear regression model to see which factors (variables) were associated with yield (each variable was obtained for each metro area):

· Y = Mortgage Yield (Interest Rate as a %)

· X1 = Average Loan/Mortgage Ratio (High Values ( Low Down Payments/Higher Risk)

· X2 = Distance from Boston (in miles) – (Most of population was in Northeast in the 1960s)

· X3 = Savings per unit built (Measure of Available capital versus building rate)

· X4 = Savings per capita

· X5 = Population increase from 1950 to 1960 (%)

· X6 = Percent of first mortgage from inter-regional banks (Measures flow of money from outside SMSA)

a. Using stepwise regression, based on AIC, choose the best model
b. Using all possible regressions, choose the best model, based on the Cp criterion

c. Obtain Studentized deleted residuals, hat values, DFFITS, Cooks D, and DFBETAS for each city, based on the model you selected in part a). Do any cities stand out as outliers or influential cases? Specifically give your “critical” cut-off value for each measure

Part 3: Autocorrelation in Time Series
An economic study followed a British bus company for n=33 time periods, recording Y = Total Expenses  (adjusted for inflation) and X=Car miles.

Dataset:  passenger2.dat

Source: J. Johnston (1956), "Scale, Costs, and Profitability in Road

Passenger Transport," The Journal of Industrial Economics Vol 4, pp207-223.

Description: Time series analysis of expenses and mileage

for a large British bus company (33 time periods).

Variables/Columns:

Time period       7-8

Total deflated Expenses (100,000s of pounds)  12-16  

Car miles  (millions)   20-24 

a. Fit the simple linear regression model relating Total Expenses (Y) to Car Miles (X). Give the fitted equation (be specific with respect to units).
b. Plot the residuals versus Time order

c. Conduct the Durbin-Watson Test ( = 0.05), state all elements of the test.

d. Obtain estimates of and their standard errors, based on the Cochrane-Orcutt procedure. Iterate, until the Durbin-Watson test fails to reject H0: No Autocorrelation

e. Obtain estimates of and their standard errors, based on the Hildreth-Lu procedure.

f. Suppose the manager knows the car miles will be 4.00 (millions) in period 34. Based on the Cochrane-Orcutt and Hildreth-Lu procedures, obtain 95% Prediction Intervals for month 34.
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