A multiple regression model is fit, relating salary (Y) to the following predictor variables: experience (X1, in years), accounts in charge of (X2) and gender (X3=1 if female, 0 if male). The following ANOVA table and output gives the results for fitting the model. Conduct all tests at the 0.05 significance level:

Y = 0 + 1X1 + 2X2 + 3X3 + 
	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	P-value

	Regression
	3
	2470.4
	823.5
	76.9
	.0000

	Residual
	21
	224.7
	10.7
	
	

	Total
	24
	2695.1
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	39.58
	1.89
	21.00
	0.0000

	experience
	3.61
	0.36
	10.04
	0.0000

	accounts
	-0.28
	0.36
	-0.79
	0.4389

	gender
	-3.92
	1.48
	-2.65
	0.0149


Test whether salary is associated with any of the predictor variables:

H0: HA: Not all i = 0  (i=1,2,3)

Test Statistic _________________________

Reject H0 if the test statistic falls in the range(s) ________________________
P-value _____________________________

Conclude (Circle One)

  Set-up the predicted value (all numbers, no symbols) for a male employee with 4 years of experience and 2 accounts.

   The following tables give the results for the full model, as well as a reduced model, containing only expereience.

Test H0: 2 = 3 = 0 vs HA: 2 and/or 3 ≠ 0

Complete Model: Y = 0 + 1X1 + 2X2 + 3X3 + 
	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	P-value

	Regression
	3
	2470.4
	823.5
	76.9
	.0000

	Residual
	21
	224.7
	10.7
	
	

	Total
	24
	2695.1
	 
	 
	 


Reduced Model:  Y = 0 + 1X1 + 

	 
	df
	SS
	MS
	F
	P-value

	Regression
	1
	2394.9
	2394.9
	183.5
	0.0000

	Residual
	23
	300.2
	13.1
	
	

	Total
	24
	2695.1
	 
	 
	 


Test Statistic:

Rejection Region:

Conclude (Circle one):        Reject H0              Fail to Reject

