STA 6126 – Fall 2006 – Exam 4

Print Name ____________________  UFID _________________

I have not cheated on this exam. ________________

The slope of the least squares prediction equation and the Pearson correlation coefficient are similar in the sense that (Circle any that are True):

· They do not depend on the units of measurement

· They both must fall between -1 and +1

· They both have the same sign

· They both have the same t staistic value for testing H0: Independence

One can interpret r = 0.40 as (Circle any that are True):
· A 16% reduction in (total squared) error occurs when using X to predict Y as opposed to using 
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 to predict Y
·  A 40% reduction in (total squared) error occurs when using X to predict Y as opposed to using 
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  to predict Y
· 16% of the time 
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· Y changes on average, by an estimated 0.40 units, for a one-unit increase in X
· When X is used to predict Y, the “typical” residual is 0.40.

You find the following partial ANOVA table in the grad student computer lab in your department. Unfortunately, someone spilled coffee on it, and some values are unreadable. Complete the table from a simple linear regression model.

Source                df        sum Squares     mean square       F
Regression           1

residual                                  1200.0

total                      24             2000.0
An anthropologist is interested in the (linear) relationship between body length and head volume among remains found at an excavation sight. She does not feel that changes in one variable “cause” changes in the other, but does believe that there will be a positive linear relationship between the two. Her appropriate null and alternative hypotheses would be (Choose one):

a) H0: b = 0     HA: b > 0

b) H0: r = 0      HA: r > 0

c) H0:  = 0     HA:  > 0

d) H0:  = 0     HA:  > 0

The conditional standard deviation, , represents the variation in Y values at the same level of X in the simple linear regression model.
            TRUE                FALSE

The following SPSS output gives results of a simple linear regression relating annual food expenditures (Y ) to household size (X ) for a sample of households in an urban area of a country. 

Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.973(a)
	.947
	.947
	.68816


a  Predictors: (Constant), hhsize
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Fill in the following values:
Total Sum of Squares  
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   ___________________________

Estimated Slope of Regression line  
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   _____________________________

Correlation Coefficient 
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Estimated conditional standard deviation 
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  _____________________________

Estimated standard error of slope of regression line  
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A researcher fits a simple linear regression model, relating condominium price (in $1000s)  to the number of bedrooms among condos of similar age in a community. He fits the analysis on a random sample of n = 24 condos of similar age in his town. The results of the analysis are given below:
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Give the fitted (predicted) price for a condo with 2 bedrooms.

Give a 95% Confidence Interval for the change in average condo price as the number of rooms increases by 1.
A researcher publishes the results of a correlation analysis between two variables. The correlation coefficient based on the sample data is r = 0.25, based on a sample of n = 20 cases. Test whether we can conclude there is an association between the two variables at the 0.05 significance level.  H0:  = 0   vs  HA:  ≠ 0 :
Test Statistic:    

Decision Rule: Reject H0 if the absolute value of the test statistic is ________________________________

P-value (Circle one):                    < 0.05                                    > 0.05
A simple linear regression model is fit on a computer spreadsheet and the following quantities are obtained:
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Compute the estimated slope of the regression line (b ) and the estimated correlation coefficient (r):

For each of the following problems based on a simple linear regression model, give the elements of a test of: 

H0: Y is independent of X ( = 0)     versus      HA: Y is not independent of X  ( ≠ 0)
The estimated regression coefficient, its standard error, and sample size are:   
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Test Statistic:

Decision Rule  ( = 0.05):  Reject H0 if absolute value of test statistic is greater than or equal to ___________
Conclusion:    Reject H0                                    Fail to Reject H0
The analysis of variance yields the following sums of squares (n = 26): 
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Test Statistic:

Decision Rule: Reject H0 if test statistic is greater than or equal to ________________________
P-value:                                    > 0.05                                    < 0.05
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