Bayesian Inference – Inference Regarding a Proportion

Probability Red Sox Beat Yankees in a Game

Parameter:  = Probability that Boston would beat NY in a baseball game 

(0 (  ( 1)

Prior (to season) belief regarding the value of :

· No information (anywhere between 0 and 1, equally likely)

· Values closer to ½ are most likely with no “bias” away from ½.

· “Expect” that ( 2/3.

Family of “prior distributions” with nice properties and very flexible: 

Beta Distribution: Support is from 0 to 1, indexed by 2 parameters: 
Density Function:  
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Case 1: Non-informative Prior (p()=1
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Case 2: Informative Prior with mean 0.5 (p()=3
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Case 3: Informative Prior with mean 0.67 (p()=2
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Data: Xi = 1 if Boston wins game i, 0 if they lose

Assumptions (For illustraion only): No home field effect, games are independent, each with P(Xi = 1) = 

Likelihood Function: p(x | )   P(X=1 | ) = P(X=0 |   

Posterior Distribution for 
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Example: Non-informative (Flat Prior):

Regular Season game 1: Boston wins  (X1=1):

p()=1       p(X1=1|) =       (  p(|X1=1) ( 1()(  p(|X1=1) = 2

This is the same distribution as shown for case 3.

Prior to regular season game 2, our prior is:  p(: Boston wins game 2

p()=2       p(X2=1|) =       (  p(|X2=1) ( 2() (  p(|X2=1) = 3
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This process continues for each game, at end of Regular season, Boston has won 11 and lost 8. The posterior distribution is:

P(|x1,…,x19) = 1511640
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Note that P( ( 0.5 | x1,…,x19 ) = 0.74828  (using SAS to get this probability). 

The approximate 90% Highest posterior density (HPD) interval for  is (0.404,0.742). This is the interval under the posterior distribution that has an area (probability) of 0.90, and the highest values of the posterior density function (1.12). 
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